Building Ontologies Automatically: Theory and Demonstration
Abstract: The availability of massive amounts of information is transforming all aspects of human endeavor. With the significant progress in the past decade in Natural Language Processing (NLP) and knowledge-based systems, we seem poised to enter a new age of knowledge-rich software systems. Such systems would have capabilities to process and extract significant information from natural language documents, search and answer complex questions, make sophisticated predictions about future events, and generally interact with users in much more powerful and intuitive ways. Information will be stored in conceptual rather than textual or visual forms. A critical roadblock in moving from the information age to knowledge age is the development of a capability to transform documents into knowledge. The dilemma we face is that for systems to understand texts and produce knowledge, they need to have a significant amount of knowledge to start with. In other words, systems need a base of knowledge in order to produce new knowledge! This talk presents a suite of algorithms, tools, and technologies that will enable this process.
Ontologies explicitly represent knowledge about domains of interest and serve as the backbone of all semantic technologies and applications that need to codify the knowledge inside unstructured texts. Creating ontologies by hand is time consuming, error prone, and the end product is difficult to maintain. This talk presents tools to: 1) automate the process of ingesting unstructured text and transforming it into a structure, semantically rich ontology, 2) allow the user to easily review, update, and maintain the ontology, 3) automatically update the ontology when new documents are made available, 4) merge and align ontologies across multiple applications using OWL/RDF as the common interchange format, and 5) allow the user to rapidly customize their relation set to serve individual application needs. We identify methods for detecting key domain concepts and their semantic relations, extracting concept properties, distinguishing classes from instances, and classifying the knowledge acquired from text into a domain ontology. Furthermore, the ontology building tool generates a domain knowledge base that appends contextual knowledge to universal knowledge of the domain ontology. This novel approach is based on  advanced Natural Language Processing methods capable of extracting relevant concepts and semantic relations from text.

There have been previous efforts to build ontologies by hand or to automate the ontology building process, but using only the IS-A relation. As a result, the size of these ontologies was relatively small compared to the needs of realistic modern software systems. The novelty of our approach is twofold: (1) Development of automatic ontology processing tools saving months of manual effort currently spent to develop an ontology and (2) Creation of semantically rich ontologies that better represent domain knowledge. Unlike other partial solutions, we build ontologies using numerous types of semantic relations that capture domain dynamics and interactions. The resulting system has been integrated into an NLP based pipeline and ontology builder platform that transforms unstructured text and blogs into structured knowledge for the purpose of knowledge discovery, organization and use. 

The ontologies built could be linked to key frameworks used in NLP, such as WordNet, VerbNet, and FrameNet, and define the knowledge in a well-known formalism such as OWL and RDF, for which there are many off-the-shelf reasoning engines.

